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ISO (the International Organization for Standardization) is a worldwide federation of national standards bodies
(ISO member bodies). The work of preparing International Standards is normally carried out through ISO
technical committees. Each member body interested in a subject for which a technical committee has been

established has the right to be represented on that committee. International organizations

non
Inte

Inte

The|main task of technical committees is to prepare International Standards. Draft 'International $

ado
Inte

In ather circumstances, particularly when there is an urgent market requirement for such docy
technical committee may decide to publish other types of normative document:

An

further three years, revised to become an-International Standard, or withdrawn. If the ISO/PAS or
conwrmed, it is reviewed again after a further three years, at which time it must either be transforme¢d into an
Intefnational Standard or be withdrawn,

Atteption is drawn to the possibility*that some of the elements of this document may be the subject

righ

ISOJTS 21749 was prepared by Technical Committee ISO/TC 69, Applications of statistical
Subfommittee SC 6, Measurement methods and results.

This| corrected version of ISO/TS 21749:2005 incorporates the correction of the title.

overnm
governmental, in liaison with ISO, also take part in the work. ISO collaborates closely
national Electrotechnical Commission (IEC) on all matters of electrotechnical standardization.

fnational Standards are drafted in accordance with the rules given in the ISO/IEC Direcfives, Part

pted by the technical committees are circulated to the member bodies for_veoting. Publicati
fnational Standard requires approval by at least 75 % of the member bodies/€asting a vote.

an ISO Publicly Available Specification (ISO/PAS) representscan agreement between technical
an I1SO working group and is accepted for publication if it is@pproved by more than 50 % of the
of the parent committee casting a vote;

an ISO Technical Specification (ISO/TS) represents.an agreement between the members of a
committee and is accepted for publication if it is approved by 2/3 of the members of the committg
a vote.

SO/PAS or ISO/TS is reviewed after three years in order to decide whether it will be confirr

ts. ISO shall not be held respeonsible for identifying any or all such patent rights.
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Introduction

Test, calibration and other laboratories are frequently required to report the results of measurements and the

associated uncertainties. Evaluation of uncertainty is an on-going process that can consume time

and

resources. In particular, there are many tests and other operations carried out by laboratories where two or
three sources of uncertainty are involved. Following the approach in the Guide to the expression of uncertainty

of measurement (GUM) to combining components of uncertainty, this document focuses on using the ana

ysis

of variange (ANOVA) for estimating individual components, particularly those based on Type A (statistical)

evaluatiops.

An experfment is designed by the laboratory to enable an adequate number of measurements to'be made
analysis ¢f which will permit the separation of the uncertainty components. The experiment, in terms of de

Such megasurements are nominally identical to those miade on the test items. In particular, measurement
check stgndards are used to help identify time-dependent effects, so that such effects can be evaluated
contrasted with a database of check standard measurements. These standards are also useful in helpirn
control the bias and long-term drift of the procéss once a baseline for these quantities has been establis
from histgrical data.

Clause 4] briefly describes the statistical methods of uncertainty evaluation including the appr
recommended in the GUM, the usge-of check standards, the steps in uncertainty evaluation and the exam
in this Tgchnical Specification. Clause 5, the main part of this Technical Specification, discusses the Ty,
evaluations. Nested designs in ANOVA are used in dealing with time-dependent sources of uncertainty. d
sources $uch as those from\the measurement configuration, material inhomogeneity, and the bias du
measurement configurations and related uncertainty analyses are discussed. Type B (non-statisf
evaluatiops of uncertaintyare discussed for completeness in Clause 6. The law of propagation of uncert
in the GUM~has been widely used. Clause 7 provides formulae obtained by applying this la
certain functions of\ene and two variables. In Clause 8, as an example, a Type A evaluation of uncertaint
a gauge studyiis-discussed, where uncertainty components from various sources are obtained. Annex A
the statisfical symbols used in this Technical Specification.
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TECHNICAL SPECIFICATION

ISO/TS 21749:2005(E)

easurement uncertainty for metrological applications —

Repeated measurements and nested experiments

1

Th
me
un

estimating individual components, particularly those classified as Type A evaluations’of uncertainty
the use of statistical methods. A short description of Type B evaluations of uncertainty (non-statistical) is

on
inc

Th

estimated from statistical analysis of repeated measurements, instruments, test items or check stan

It d

Scope
s Technical Specification follows the approach taken in the Guide to the expression ©f the un

asurement (GUM) and establishes the basic structure for stating and combining comp
certainty. To this basic structure, it adds a statistical framework using the analysis"of variance (A

uded for completeness.

s Technical Specification covers experimental situations where the ‘components of uncertair

rovides methods for obtaining uncertainties from single-, two-and three-level nested designs

CoOl

insfrument effects or a cross effect, are not covered.

This Technical Specification is not applicable to measurements that cannot be replicated, such as
measurements or measurements on dynamically yarying systems (such as fluid flow, electronic

tel

(P3
as

WH
IS¢
1S(
Te
tre

Th
vol

2

Th

plicated experimental situations where, for example, there is interaction between operator ¢

communications systems). It is not particularly directed to the certification of reference
rticularly chemical substances) and to calibrations where artefacts are compared using a schg
a “weighing design”. For certification of reference materials, see ISO Guide 35[14].

en results from interlaboratory studies can be used, techniques are presented in the compa
D/TS 21748[15]. The main difference between ISO/TS 21748 and this Technical Specification

Chnical Specification concentrates on repeatability data and the use of the analysis of varia
btment.

s Technical Specification is applicable to a wide variety of measurements, for example, lengt
fages, resistances,; masses and densities.
Normative references

b (following referenced documents are indispensable for the application of this document.

tertainty of
onents of
NOVA) for
i.e. based

ty can be
Hards.

pnly. More
ffects and

destructive
currents or

materials
me known

hion guide
is that the

D/TS 21748 is concerned with:reproducibility data (with the inevitable repeatability effects), whereas this

hce for its

s, angles,

For dated

references, only the edition cited applies. For undated references, the latest edition of the

document (including any amendments) applies.

referenced

ISO 3534-1:1993, Statistics — Vocabulary and symbols — Part 1: Probability and general statistical terms

ISO 3534-3:1999, Statistics — Vocabulary and symbols — Part 3: Design of experiments

ISO 5725-1, Accuracy (trueness and precision) of measurement methods and results — Part 1: General
principles and definitions

ISO 5725-2, Accuracy (trueness and precision) of measurement methods and results — Part 2: Basic method

for

the determination of repeatability and reproducibility of a standard measurement method
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ISO 5725-3, Accuracy (trueness and precision) of measurement methods and results — Part 3: Intermediate
measures of the precision of a standard measurement method

ISO 5725-4, Accuracy (trueness and precision) of measurement methods and results — Part 4: Basic
methods for the determination of the trueness of a standard measurement method

ISO 5725-5, Accuracy (trueness and precision) of measurement methods and results — Part 5: Alternative
methods for the determination of the precision of a standard measurement method

ISO 5725-6, Accuracy (trueness and precision) of measurement methods and results — Part 6: Use in
praCﬁCe of-acc HAGCY- vallues

Guide to the expression of uncertainty in measurement (GUM), BIPM, IEC, IFCC, ISO, IUPAC, IUPAP,-OIML,
1993, corr¢cted and reprinted in 1995

3 Terms and definitions

For the pufposes of this document, the terms and definitions given in ISO 3534-1, 1ISO"3534-3, ISO 5725 ((all
parts) and [the following apply.

3.1
measurand
well-defingd physical quantity that is to be measured and can be charagterized by an essentially unique vallie

3.2
uncertainfy of measurement
parameter|or an estimate of the parameter, associated withthe result of a measurement, that characterizes
the dispergion of the values that could reasonably be attributed to the quantity being measured

3.3
Type A evaluation
method of evaluation of uncertainty by using statistical methods

3.4
Type B evaluation
method of evaluation of uncertainty by. meéans other than statistical methods

3.5
standard yuncertainty
uncertainty expressed as a-standard deviation associated with a single component of uncertainty

3.6
combined| standard uncertainty
standard deviation. associated with the result of a particular measurement or series of measurements that
takes into aiccount one or more components of uncertainty

3.7

expanded uncertainty

combined standard uncertainty multiplied by a coverage factor which usually is an appropriate critical value
from the t-distribution which depends upon the degrees of freedom in the combined standard uncertainty and
the desired level of coverage

3.8
effective degrees of freedom
degrees of freedom associated with a standard deviation composed of two or more components of variance

NOTE The effective degrees of freedom can be computed using the Welch-Satterthwaite approximation (see GUM,
G.4).

2 © 1SO 2005 — All rights reserved
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3.9
nested design

experimental design in which each level (i.e. each potential setting, value or assignment of a factor) of a given

factor appears in only a single level of any other factor
NOTE 1 Adapted from ISO 3534-3:1999, definition 2.6.

NOTE 2 See I1SO 3434-3:1999, 1.6, for the definition of level.

balanced nested design
nested design experiment in which the number of levels of the nested factors is constant

[ISP 3534-3:1999, definition 2.6.1]
3.13
megan square for random errors

summ of squared error divided by the corresponding degrees of freedom

NOTE See ISO 3534-1:1993, 2.85 for the definition of,the degrees of freedom.

4 | Statistical methods of uncertainty evaluation

4.1 Approach of the Guide to the expression of uncertainty of measurement

The Guide to the expression~of uncertainty of measurement (GUM) recommends that the

e factors

bls of each

result of

measurement be corrected fer.all recognized significant systematic effects, that the result accordingly be the

best (or at least unbiased).estimate of the measurand and that a complete model of the measurem
exigts. The model provides a functional relationship between a set of input quantities (upon
medasurand depends) ‘and the measurand (output quantities). The objective of uncertainty evaly
de]lermine an interval“that can be expected to encompass a large fraction of the distribution of
collld reasonably/be attributed to the measurand. Since a bias cannot be quantified exactly, when
measurement is"corrected for bias, the correction has an associated uncertainty.

The general approach, beginning from the modelling process, is the following.

NOIE The approach here relates to input guantities that are mutually independent. It is capable

ent system
which the
ation is to
alues that
a result of

f a further

generalization to mutually dependent input quantities (see the GUM, 5.2).

a) Develop a mathematical model (functional relationship) of the measurement process or me

asurement

system that relates the model input quantities (including influence quantities) to the model output quantity

(measurand). In many cases, this model is the formula (or formulae) used to calculate the me

asurement

result, augmented if necessary by random, environmental and other effects such as bias correction that

may affect the measurement result.

b) Assign best estimates and the associated standard uncertainties (uncertainties expressed as standard

deviations) to the model input quantities.

© 1SO 2005 - All rights reserved
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c) Evaluate the contribution to the standard uncertainty associated with the measurement result that is
attributable to each input quantity. These contributions shall take into account uncertainties associated
with both random and systematic effects relating to the input quantities, and may themselves involve

more detailed uncertainty evaluations.

d) Aggregate these standard uncertainties to obtain the (combined) standard uncertainty associated with the
measurement result. This evaluation of uncertainty is carried out, according to GUM, using the law of

propagation of uncertainty, or by more general analytical or numerical methods when the conditions
the law of propagation of uncertainty do not apply or it is not known whether they apply.
e) Wher ociated Aith e _meag amen e D
coverage factor to obtain an expanded uncertainty and hence a coverage interval for the measurand

age factor. If the degrees of freedom for the standard uncertainties of all the input quaniities

infinitg, the coverage factor is determined from the normal distribution. Otherwise, the (effective) degre

of fregdom for the combined standard uncertainty is estimated from the degrees of fieedom for
standard uncertainties associated with the best estimates of the input quantities~using the Wel
Satterthwaite formula.
The GUM|permits the evaluation of standard uncertainties by any appropriate means. It distinguishes
evaluation|by the statistical treatment of repeated observations as a Type A evaluation of uncertainty, and
evaluation|by any other means as a Type B evaluation of uncertainty. In evaluating the combined stand
uncertainty, both types of evaluation are to be characterized by variances, (squared standard uncertainti
and treatedl in the same way.
Full detaild of this procedure and the additional assumptions on which.it is based are given in the GUM.
The purpope of this Technical Specification is to provide additional detail on the evaluation of uncertainty
statistical means, concentrating on b) above, whether obtained by repeated measurement of the in
quantities pr of the entire measurement.

In this Technical Specification the term “artefact” is often used in the context of measurement. This usage ig
be given a|general interpretation in that the measurement may also relate to a bulk or chemical item, etc.

4.2 Check standards

A check standard is a standard requiréd)to have the following properties.

a) It shall be capable of being measured periodically.

b) It shall be close in material content and geometry to the production items.
c) It shall be a stablé artefact.

d) It shall be ayailable to the measurement process at all times.

for

at a

the
the
ard
es)

by
put

to

Subject to|its having these properties, an ideal check standard is an artefact selected at random from

the

production items, if appropriate, and reserved for this purpose.

Examples of the use of check standards include

— measurements on a stable artefact, and

— differences between values of two reference standards as estimated from a calibration experiment.
Methods for analysing check standard measurements are treated in 5.2.3.

In this Technical Specification, the term “check standard” is to be given a general interpretation. For instan
a bulk or chemical item may be used.

ce,
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4.3 Steps in uncertainty evaluation

4.3.1

The first step in the uncertainty evaluation is the definition of the measurand for which a measurement

result is to be reported for the test item. Special care should be taken to provide an unambiguous definition of
the measurand, because the resulting uncertainty will depend on this definition. Possibilities include

quantity at an instant in time at a point in space,

quantity at an instant in time averaged over a specified spatial region,

Fo

different

a)
b)
4.3

de
wh

undler the conditions selected to repeat the measurements, such<as calibration uncertainties fof
ndards. On the other hand, if the value of the measurand“cannot be measured directly, bt is to be

sta
cal
the
se

me

Th

a)

quantity ata point i Space averaged Over g time period.

instance, the measurands corresponding to the hardness of a specimen of a ceramic materia

at a specified point in the specimen, or
averaged over the specimen.
.2 If the value of the measurand can be measured directly, the evaluation of the standard

pbends on the number of repeated measurements and the environmental and operational cond
ch the repetitions are made. It also depends on other sources ofy'uncertainty that cannot bs

culated from measurements of secondary quantities, thesmodel (or functional relationship) for
various quantities must be defined. The standard uncertainties associated with best estima
ondary quantities are then needed to evaluate the standard uncertainty associated with the v

asurand.

b steps to be followed in an uncertainty evaluation are outlined as follows.

Type A evaluations:

1) If the output quantity is represented by Y, and measurements of Y can be replicated, use
model to provide estimates ofthe variance components, associated with Y, for random effe

— replicated results for the test item,
— measurements on a check standard,
— measurements made according to a designed experiment.
2) If measurements of Y cannot be replicated directly, and the model

Y= (Xq, Xpy s X))

o lenowamn and tha iy tHantitine V_oan ha ranlinatad n\:nlnni-n tha ttnecartainting

are (very)

Lincertainty
itions over
observed
reference

combining
tes of the
blue of the

hn ANOVA
cts from

ed with the

acce
oz CaroTToPCatTty varoototr o oo Tttt ooy

oa
best estimates x; of X’; then the law of propagation of uncertainty can be used.

it
1S LALEA~AAZRFER= I RA~ an Y\ ] |||r.1uu

3) If measurements of Y or X; cannot be replicated, refer to Type B evaluations.

Type B evaluations: evaluate a standard uncertainty associated with the best estimate of each input

quantity.

Aggregate the standard uncertainties from the Type A and Type B evaluations to provide a standard

uncertainty associated with the measurement result.

Compute an expanded uncertainty.
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44 Exa

mples in this Technical Specification

The purpose of the examples in various clauses of this Technical Specification and the more detailed case
study in Clause 8 is to demonstrate the evaluation of uncertainty associated with measurement processes
having several sources of uncertainty. The reader should be able to generalize the principles illustrated in
these sections to particular applications. The examples treat the effect of both random effects and systematic
effects in the form of bias on the measurement result. There is an emphasis on quantifying uncertainties
observed over time, such as those for time intervals defined as short-term (repeatability) and for intermediate
measures of precision such as day-to-day or run-to-run, as well as for reproducibility. For the reader's
purpose, the time intervals should be defined in a way that makes sense for the measurement process in

question.

To illustrat

b strategies for dealing with several sources of uncertainty, data from the Electronics and Electri

cal

Engineering Laboratory of the National Institute of Standards and Technology (NIST), USA, are featured. The

measurem
illustrative
wafer and

of the method.

The intent

silicon wafers at various levels of resistivity (Q2-cm), which were certified usinga-four-point probe wired i
specific cdnfiguration. The test method is ASTM Method F84. The reported tesistivity for each wafer is
average of| six short-term repetitions made at the centre of the wafer.

5 Typ€g A evaluation of uncertainty

5.1 General

5.1.1 Generally speaking, any observation that can bé repeated (see GUM, 3.1.4 to 3.1.6) can provide d

suitable fo

— repeafled measurements on the item under-test, in the course of, or in addition to, the measurem
necespary to provide the result;

— meas:t

meas

— measIrements on check (standards, that is, test items measured repeatedly over a period of time

monit

— measlirements on-certified reference materials or standards;

— repea

of environmeéntal conditions in the laboratory, or repeated measurements of a quantity used to calcul

the m

ents in question are volume resistivities (Q-cm) of silicon wafers. These data wergeZchosen
purposes because of the inherent difficulties in measuring resistivity by probing the, surface of
because the measurand is defined by an ASTM test method and cannot be defined independe

of the experiment is to evaluate the uncertainty associated with the resistivity measurements

a Type A evaluation. Type A evaluations.can be based on (for example) the following:

rements being carried ouf;

r the stability of theymeasurement process, where appropriate;

ed ohservations or determination of influence quantities (for example, regular or random monitor

for
the
ntly

of
h a
the

ata

ent

rements carried out on a suitable test material during the course of method validation, prior to @ny

to

ing
ate

basurement result).

5.1.2 Type A evaluations can apply both to random and systematic effects (GUM, 3.2). The only
requirement is that the evaluation of the uncertainty component is based on a statistical analysis of series of
observations. The distinction with regard to random and systematic effects is that

— rando

m effects vary between observations and are not to be corrected,

— systematic effects can be regarded as essentially constant over observations in the short term and can,
theoretically at least, be corrected or eliminated from the result.
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Sometimes it is difficult to distinguish a systematic effect from random effects and it becomes a question of
interpretation and the use of related statistical models. In general, it is not possible to separate random and
systematic effects.

The GUM recommends that generally all systematic effects are corrected and that consequently the only
uncertainty from such sources are those of the corrections. The role of time in the evaluation of Type A
uncertainty using nested designs is discussed in 5.2. The uncertainties associated with measurement
configuration and material inhomogeneity, respectively, are discussed in 5.3 and 5.4. Guidance on how to
assess and correct for bias due to measurement configurations and to evaluate the associated uncertainty is
given in 5.5. The manner in which the source of uncertainty affects the reported value and the context for the

un nrtainfy determine whether an analyeie aof a random or de’rpma’rir‘ effect is qplnrnlnrisl’rn

Copsider a laboratory with several instruments of a certain type, regarded as representative~0f)the set of all

insfruments of that type. Then the differences among the instruments in this set can be considened to be a

rarfJdom effect if the uncertainty statement is intended to apply to the result of any patticular instrument,

selected at random, from the set.

Cohversely, if the uncertainty statement is intended to apply to one (or several) specific instriment, the

sygtematic effect of this instrument relative to the set is the component of interést.

5.2 Role of time in Type A evaluation of uncertainty

5.2.1 Time-dependent sources of uncertainty and choice of time intervals

Mgny random effects are time-dependent, often due to :environmental changes. Three levels of time-

dependent fluctuations are discussed and can be characterized as

a) | short-term fluctuations (repeatability or instrumentprecision),

b) | intermediate fluctuations (day-to-day or a@perator-to-operator or equipment-to-equipment, |known as
intermediate precision),

c) | long-term fluctuations [run-to-run:.@p" stability (which may not be a concern for all prog¢esses) or
intermediate precision].

This characterization is only a_dguideline. It is necessary for the user to define the time increments |that are of

importance in the measurementprocess of concern, whether they are minutes, hours or days.

One reason for this approach is that much modern instrumentation is exceedingly precise (repeatable

megasurements) in the short term, but changes over time, often caused by environmental effects, fan be the

dominant source of uncertainty in the measurement process. An uncertainty statement may be inappropriate if

it relates to a measurement result that cannot be reproduced over time. A customer is entitled to know the

ungertainties-associated with the measurement result, regardless of the day or time of year|when the

medasureméntwas made.

Twio levels of time-dependent components are sufficient for describing many measurement processes. Three

levelszmay be needed for new measurement praocesses or processes whose characteristics afe not well

understood. A three-level design is considered, with a two-level design as a special case.

Nested designs having more than three levels are not considered in this Technical Specification, but the
approaches discussed can be extended to them. See ISO 5725-3.

5.2.2 Experiment using a three-level design
5.2.21 A three-level nested design is generally recommended for studying the effect of sources of

variability that manifest themselves over time. Data collection and analysis are straightforward, and there is
usually no need to estimate interaction terms when dealing with time-dependent effects. Nested designs can

© 1SO 2005 - All rights reserved
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be operated at several levels. Three levels are recommended for measurement systems where sources of
uncertainty are not well understood and have not previously been studied.

The following levels are based on the characteristics of many measurement systems and should be adapted
to a specific measurement situation as required:

a) Level
b) Level
c) Level

1: measurements taken over a short-time to capture the repeatability of the measurement;

2: measurements taken over days (or other appropriate time increment);

2 _maacuramantc talkan avar riine canaratad hyvy manthe
—HEaSHH- SO RtEStaKe -6 Ve thRE-58 parateaB Y- oS

Symbols r¢lating to these levels are defined thus:

— Level

— Level

— Level

1: J (J > 1) repetitions;
P: K (K > 1) days;

3: L (L>1)runs.

The following balanced three-level nested design is recommended for collecting data on this basis

describes the long-term fluctuations in the measurement process:

Yig =+ 0+ opt &y
Here the m]easurements are represented by Y, (/=1,....L; k= 10K, j = 1,...,J) for the jth repetition on
kth day, which are repeated for the /th run. The subscripted term&’in the model represent random effects in

measuremient process that fluctuate with runs, days and *short-term time intervals. The purpose of

experimen

componenfs of the day and run effects for § and y be 0[2) and JF%, respectively, and the variance of
measuremient error ¢ be o2. These variance components form the basis for providing the stand
uncertaintigs.

Table 1 — ANOVAtable for a three-level nested design

the
the
the

| is to estimate the variance components that quantify these sources of variability. Let the variafnce

the
ard

Degrees of freedom Sum of squares Mean square
Sourcé Expected mean square
v SS MS
Run L-4 SSg MSg 02+Ja|;2,+JKaF2(
Day (ruf) BK — 1) SSp(r) MSpr) c?+Joj

Error LK(J - 1) SSg MSg o2
The sourceq of variation, the sum of squares (SS), and the corresponding degrees of freedom (v), are listed in the first, third and the
second columns;“respectively. The mean squares (MS), which are obtained from the sums of squares divided by the corresponding
degrees of fleedom, are listed in the fourth column. The last column lists the expected mean squares.
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ure 1 depicts a design withJ =4, K=3and L = 2.

run 1 run 2

5.2
for
de
neg

Th
aut
del
bet
rar
(C
co
thig

Ral
rar

Re

Th

n
%parability of precision among operators.) Then complete the data collection and analysis as ¢

day 1 day/2 day 3 day 1 day\2 day3

Figure 1 — Three-level nested design

.2.2 The design can be repeated for Q (Q > 1)(check standards (for check standards, see
5ign has advantages in ease of use and compdtation. In particular, the number of repetitions at
bd not be large because information is being-gathered on several check standards.

b measurements should be made with a-single operator. The operator is not usually a considg
omated systems. However, systems that require decisions regarding line, edge or oth
neations may be operator-dependent. If there is reason to think that results might differ s
ween operators, “operators”_Can ‘be substituted for “runs” in the design. Choose L (L > 1) o
dom from the pool of operators who are capable of making measurements at the same level o

duct a small experimént with operators making repeatability measurements, if necessary

case, the Level 3 standard deviation estimates operator effect.

hdomize with~respect to gauges for each check standard, i.e. choose the first check sta
domize theigauges, choose the second check standard and randomize the gauges, and so forth

cord the-average and standard deviation from each group of J repetitions by check standard and

aY

5.2.3) and

I(I>1) gauges (measuring instruments) if the.intent is to characterize several similar gauges. Such a

each level

ration with
er feature
ignificantly
perators at
precision.
, to verify
putlined. In

ndard and

gauge.

cations for

b Cresults should be recorded together with pertinent environmental readings and identifi

sig

nificant Tactors. A recommended way 1o record this Information IS In one computer flle with one

line or row

of information in fixed fields for each check standard measurement. A spreadsheet is useful for this purpose.
A list of typical entries follows:

a)

month;
day;
year;

operator identification;
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e) check standard identification;

f)  gauge identification;

g) average of J repetitions;

h) short-term standard deviation from .J repetitions;

i) degrees of freedom;

mantal raadinac (f ~aprtinant)

i) enviropmentatreadings{ifpertinenty:

From the model above, the standard deviation of the error with LK(J - 1) degrees of freedom is_estimaged
using the mean square for random errors, MSg, which is calculated as follows:

J
D (Vi —Viga)

1 1,:1
=./MSe =
E LK(J 1)

M=
Mw

~
I
bl
I

Qs
Il
[9%)]

where

Yike = —ZYHg is the average from each group of J repetitions.
j=1

The mean|square for the day effect, MSD(R), with L(K — 1) degrees of freedom, is calculated as follows:
L K _
ZZ(Y[](. - Y[oo)

[=1k=1
MSD(Q) =J LK 1)

where
_ 1 & _
Y.o:_ Y .
I K/; Ik

The mean|square for the run-effect, MSg, with L — 1 degrees of freedom is calculated as follows:

L

Z(cho - 000)2

MSg = JK £

L-1

where
L p—
OO. = ZY..
/:
From the ANOVA Table 1, the estimator of the standard deviation for days is

Op =9°p = 7
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and the estimator of the standard deviation for runs is

if the differences under the square root sign are positive. Otherwise, 6o or &g or both is (are) taken as zero,

as

flu
col

A 3

ap
sta

example, if the reported values are thé averages of two repetitions made within 5 min of each other

sta
thig
to

5.2

Th
de

Me

appropriate.

t in the m r . t i llect in_this ex
ected on the check standard in the next section. If more than one check standard is usedyth

manifest themselves over time. Data collection and analysis are straightforward, and there is
bd to estimate interaction terms when dealing with time-dependenterrors. The measurements a
levels, which should be sufficient for characterizing many measurement systems. The following
ted on the characteristics of many measurement systems’ and should be adapted to
asurement situation as required:

Level 1 measurements, taken over a short term to estimate gauge precision;

Level 2 measurements, taken over days to estimate longer-term variability.
chedule for making check standard measuréments over time (once a day, twice a week, or v
propriate for sampling all conditions of miéasurement) should be established and followed.
ndard measurements should be structured in the same way as values reported on the test
ndard values should be averages of the two measurements made in the same manner. One e

theck the short-term precision of the measurement system.

.3.2 Model

b statistical model-that explains the sources of uncertainty being studied is a balanced two-l¢
Bign:

Vg = HE6 + &y

Sometimes, a two-level nested design is suggested for collecting data on short-term and day-to-day
. . Th i . : . : C o

lar to that
e factor of
se and the

f variability
usually no
re made at
levels are
a specific

hatever is
The check
items. For
the check
kKception to

rule is that there should be atleast J = 2 repetitions per day, etc. Without this redundancy, therg is no way

vel nested

asurements on the test items are denoted by ij(k =1,...,K;j=1,...,.J) with the first index identifyi

ng day and

th

ol ol 4o FHH I Tlo Io HIRE T I 8 H 4l | 4 ol
STLUITU TTTUTA UTT TCPTUUUIT TIUTTTUTT. TTIT SUDUSUTTPITU TTTTTS T UTS TITUUCTT TTUTTOCTTIU TalluulTT ©i

ects in the

measurement process that fluctuate with days and short-term time intervals. The purpose of the experiment is
to estimate the variance components that quantify these sources of variability.

© 1SO 2005 - All rights reserved
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5.2.3.3

Time intervals

The two levels discussed in this subclause are based on the characteristics of many measurement systems
and can be adapted to a specific measurement situation as required. A typical design is shown in Figure 2,
where there are J = 4 repetitions per day with the following levels:

5234

It is import
It is suffici
information:
a) month;
b) day;

c) year;
d) opera
e) check
f)

9)

h)

i)
j)

Level

1 J(J>1) short-term repetitions to capture gauge precision;

Level 2 K (K > 1) days (or other appropriate time increment).

an

Data collection

or identification;

standard identification;

Figure 2 — Two-level nested design

ant that the design be truly nested as shown in Figure 2, so that repetitions are nested within days.
pnt to record the average and ‘standard deviation for each group of J repetitions, with the followjing

gauge identification;

average of J repetitions;

repeatability standard deviation from J repetitions;

degrees of freedom;

environmental readings (if pertinent).

For this two-level nested design, the ANOVA table, Table 2, can be obtained from the three-level case.

12
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Table 2 — ANOVA table for a two-level nested design

Degrees of freedom| Sum of squares Mean square
Source Expected mean square
v SS MS
Day K-1 SSp MSp o2 +Ja|;2,
Error K(J-1) SSe MSg o2

T

>

P standard deviation of error with K (J — 1) degrees ot freedom IS calculated fTrom

5=5=/MSg = \/K(J 1)22(,{] Yie)?

where

1 J
Yie = 7Zij
j=1
The mean square for the day effect, MSp, with K — 1 degrees of fteedom is

K pa— pa—
Z(Yko_Yoo)z
MSp = J 4=
D K -1

where

The standard deviation that €xplains day-to-day variability is

N fMS =MS
op ZSD = %

if the differenee/Under the square root sign is positive. Otherwise, 6 is taken as zero.

A gonsequience of the use of the classical estimator covered here is that it can give rise to variance
that are negative. Other estimates may not have this property and may be used if appropriate.

© 1SO 2005 - All rights reserved
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5.3 Measurement configuration

5.3.1 Other sources of uncertainty

Measurements on test items are usually made on a single day, with a single operator, on a single instrument,
etc. If the uncertainty is to be used to characterize all measurements made in the laboratory, it should account
for any differences due to

— instruments,

— opera
— geom
— other.
The effect
standard d

are discus
as operato

Note that ¢perators should be studied only once, either under time-dependent’types of experiments or un

measurem
follows:

— differs
where

— differs
on opg¢

— differd

Calibrated
are often

calibration
candidates
procedure

However,
matrix effe

ors,

ptries,

of uncontrollable environmental conditions in the laboratory can often be estimated from ch
ata taken over a period of time. Methods for calculating the associated compenents of uncertai

I's or instruments chosen for a specific measurement, are discussed in this’subclause.

ent configuration. Examples of causes for differences withinsa ‘well-maintained laboratory are

nces among instruments for measurements of derivedunits, such as sheet resistance of silic
the instruments cannot be directly calibrated to a reference standard;

nces among operators for optical measurements that are not automated and that depend stron
brator sightings;

nces among geometrical or electrical configurations of the instrumentation.

bck
nty

5ed elsewhere in this Technical Specification. Uncertainties resulting fromcontrollable factors, sdich

der
as

instruments do not normally fall in_this class because uncertainties associated with the calibrafion

reported by Type B evaluations,-and the instruments in the laboratory should agree within the

uncertainties. Instruments-whose responses are not directly calibrated to the defined unit
for Type A evaluations: [Fhis covers situations where the measurement is defined by a
or standard practice usinga specific instrument type.

t should be noted-that some systematic effects cannot be eliminated by calibration, for examj
cts in analyticakchémistry.

532 Im

ortanceof context for the uncertainty

The differgnces entioned at the beginning of this 5.3.1 are treated either as random differences or as b
differenceg.“The approach depends primarily on the context for the uncertainty statement. For example

re
st

le,

ias

, if

instrument effect 1s The concern, one approach Is 1o regard, say, the Instruments In the faboratory as a random
sample of instruments of the same type and to evaluate an uncertainty that applies to all results regardless of
the particular instrument with which the measurements are made. In this case, the two-level nested design in
5.2.3 can be applied, where the second level is for one of the sources of influence such as the source of
instruments. The other approach is to evaluate an uncertainty that applies to results using a specific

instrument

, Which is treated as an analysis of systematic effect or bias in 5.5.

Below is a simple approach using two-level random effect nested design to evaluate the uncertainty for one
source of influence.

14
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3 Data collection and calculation of variance component

To evaluate the uncertainty of a measurement process due to instruments, select a random sample of /(1 > 1)
instruments from those available. Make measurements on Q(Q > 1) artefacts with each instrument. Given the
I x O measurements, the standard deviation that describes the differences among instruments is computed as
follows, from the average for each instrument, and has 7 — 1 degrees of freedom:

Sinst = \ "
| T—1
where, for the ith instrument:
_ 1 & _ 1
Yio:_zyiq5 YQOZYZYI'.
Q q=1 i=1
5.3.4 Example of analysis of random differences
A two-way table of resistivity measurements (Q-cm) with five probes (numbered 1, 281, 283, 2 062| 2 362) on
0O F 5 wafers (numbered 138, 139, 140, 141, 142) is shown in Table'3. The same data are analyzed for the
bials of Probe No. 2362 in 5.5. The average for each probe acrossartefacts is shown. The standard deviation
(of|the averages of resistivity measurements) for probes is 0,021 9 Q-cm with four degrees of freedom. Thus,
Sindt = 0,021 9.
Table 3 — Measurements of the resistivity of five wafers using five probes
Values in Q-cm
brobe Waferqdentification number )
No \verage
. 138 139 140 141 142
1 95,154 8 99,311°8 96,101 8 101,124 8 94,259 3 97,190 5
281 95,140 8 99,354 8 96,080 5 101,074 7 94,290 7 97,188 3
283 95,149 3 99,321 1 96,0417 101,110 0 94,248 7 97,174 2
2 062 95,112 5 99,283 1 96,049 2 101,057 4 94,252 0 97,150 8
2 362 95,0928 99,306 0 96,0357 101,060 2 94,214 8 97,1419
Fol a graphical analysis, differences between the measured values and the average for each prqbe can be
plotted, against the wafer, for each probe, with probes being individually identified by a particular plotting

nbol The plot is examlned to determme whether some instruments always read h|gh or low rel

ative to the
gstablished

from data taken from Table 4 (see 5 5.2.2), shows that there are differences among the probes with Probe

No.

2062 and No. 2362, for example, consistently reading low relative to the other probes.

© 1SO 2005 - All rights reserved
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5.4 Material inhomogeneity

5.4.1 Problems generated by inhomogeneities

Artefacts, electrical devices, chemical substances, etc. can be inhomogeneous relative to the quantity that is

being char

acterized. Inhomogeneity can be a factor in the uncertainty evaluation where

a) an artefact is characterized by a single value, but is inhomogeneous over its surface, etc., and

b) a lot of items is assigned a single value from a few samples from the lot and the lot is inhomogeneous

from s

An unfortu
if the mea
be unaccs
homogene)

54.2 Stn

Random in
of inhomo
isotopes o
from the o

54.3 Da

A simple
balanced
measurem

Yi1, Tho,

with index
Level 1.

amnla tao camnla
afmple-to-sample-
hate aspect of this situation is that inhomogeneity may be the dominant source of uncertainty.’E
surement process itself is very precise and in statistical control, the combined uncertainty may

ptable for practical purposes because of material inhomogeneities. Detailed discussiohs on
ty study for reference materials are given in ISO Guide 35[141.

ategy for random inhomogeneities

homogeneities are assessed using statistical methods for quantifying random effects. An exam
jeneity is a chemical reference material that cannot be sufficiently homogenized with respect

.

a collection and calculation of component for inhomogeneity

gcheme for identifying and quantifying the effect of .inlhomogeneity on a measurement result i

fwo-level nested design. K (K> 1) test items are drawn at random from a lot and J(J 3
ents are made per test item. The measurements-are denoted by

o Vg Y1, Ygo, s Yk,

k=1, ..., K relating to test items for(Level 2 and j =1, ..., J to repetitions within a test item

The inhomogeneity (between test jitems) variance, defined as the variance component due to
inhomogeneity of the test items, is caleulated as in 5.2.3 using an ANOVA technique, where

2
Sinh 7

where

MS item — MS E
J
2
1 K

B Vv K J
::EZ(Y/{.—Y..) KJ(J 1ZZ(Y/‘/ Yk'

k=1 )i =1

en
Still
the

ple
to

f interest. Isotopic ratio must be determined from measurements anya few bottles drawn randomly

for

the

1 J
Vie==2 Yy
J 5

- o1&
Y“:?/;qu

MS;

2
Sinh

16

item 1S the mean square due to the test items;

is an estimator of the variance component due to material inhomogeneity or test items.
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If Si%h is negative, the effect of inhomogeneity is statistically regarded as being equal to zero and there is no
contribution to uncertainty. That is, the uncertainty associated with inhomogeneity is reported as

Uinh = MaXx (S, 0)

5.4.4 Evaluation of uncertainty associated with inhomogeneity

The uncertainty evaluation depends on the use of the measurement result. Typically, inhomogeneity is
important when the mean for a number of test items from a larger batch is obtained, and that mean value is
assigned to each test item in the batch. For a measurement result calculated as the mean of results from K
different test items, the standard uncertainty u;,, arising from inhomogeneity and associated with the mean
reqult is calculated from S, according to

Sinh j
Uinp = Max ,0
inh [VK

Hopwever, for a measurement result calculated as the mean of results from K different test items anq applied to
ea¢h of the items in the remainder of the batch, the standard uncertainty u;,,<@rising from inhomogeneity and
assgociated with the prediction interval for each item of the remainder of thé batch is based on theg prediction
int¢rval (see reference [5]) and given by

’ 1
Ujnh = max[ 1+; XSinh'OJ

5.4.5 Strategy for systematic inhomogeneities

Systematic inhomogeneities require a somewhatdifferent approach. For example, roughnesg can vary
sygtematically over the surface of a 50 mm square metal piece prepared to have a specific roughness profile.
The certification laboratory can measure the piece at several sites, but unless it is possible to characterize
royghness as a function of position on the«piece, it is necessary to assess inhomogeneity as g source of
ungertainty.

In this situation, one strategy is to compute the reported value as the average of measurements made over
thg surface of the piece and assess an uncertainty for departures from the average. The component of
ungertainty can be assessed(by“one of several methods for Type B evaluation of uncertainty gfven in the
GUm.

5.5 Bias due to measurement configurations

5.1 General

difference
nknown, b
ection can
, b1,...,bn,

If the corrections are treated as random, a probability distribution such as a normal distribution can be
assumed for the correction.
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If the corrections are clustered about zero, it is often assumed that the probability distribution for the
corrections has a mean of zero and the case is often called “zero” correction. In this case, 6 is an unbiased
estimator of @. If the corrections are normally distributed or there are a large number of corrections available,
the uncertainty of bias can be estimated by the standard deviation of the sample mean of the corrections. |f
there is not much information concerning the distribution, it can be assumed that the corrections {bi,i =1...,n

are uniformly distributed between —a and «. The bias is thus estimated by zero. The quantity a can be
estimated by

ST

n=1

_ n+1(max{l§,~}—min{l;i}1

2

The standard deviation of the estimator of the bias, b, is estimated by

n+1 max{l;,-} —min{l?,-}

S

Sources of
configurati

n—13n 2

bias discussed in this Technical Specification in the metrology context cover specific measurem
bns. Measurements on test items are usually made on a single day, with-a single operator, wit

ent
h a

single instiument, etc. Even if the uncertainty is to be used to characterize only, those measurements madg in

one specif

a) instrumments,

b) opera
Cc) geom
d) other.
Calibrated

are often

calibration
candidates
procedure

If measurg
instrument
biases. Or
average fq
strategy, o
of all instrd

However,
neither is

c configuration, it is necessary to account for any significant differences due to

ors,

ptries,

instruments do not normally fall in this class because uncertainties associated with the calibrafion

reported by Type B evaluations, and-the instruments in the laboratory should agree within the

uncertainties. Instruments whose-responses are not directly calibrated to the defined unit
for Type A evaluations. This covers situations where the measurement is defined by a
or standard practice using a specific instrument type.

ments for only one configuration are of interest, such as measurements made with a speg
or if a smaller unceftainty is required, the differences among, say, instruments are treated
e strategy in this situation is to correct all measurements made with a specific instrument to
r the instruments~in the laboratory and evaluate a Type A uncertainty for the correction. T
f course, relies;on the assumption that the instruments in the laboratory represent a random sam
ments of a specific type.

suppose-that it is only possible to make comparisons, for example between two instruments, §
nown/to be “unbiased”. This scenario requires a different strategy because the average will

necessaril

re
est

ific
as
the
his
ple

nd
not

give an unbiased result. The recommended strategy, if there is a significant difference betws

ten

the instrur
associated

rents—(and-thisshoutd-betested);istoappty a—“zero*correctiomandevatuate aType Auncerta
with the correction.

1ty

The discussion above is intended to point out that there are many possible scenarios for biases and that they
should be treated on a case-by-case basis. A plan is needed for:

— gathering data;

— testing for biases (graphically or statistically);

— estimating biases;

— evaluating uncertainties associated with significant biases.

18
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Without loss of generality, in this Technical Specification the instruments are treated as the only source of
bias. Consider first the situation with a measurement model for one instrument. Suppose Yj,...,Y,are
independent measurements of the true value ¢ of a measurand based on a single instrument. The average of
a large number of independent measurements using this instrument is denoted by x . Therefore

Yi =,u+el-

where ey,...,e

are assumed to be independently distributed random errors with mean zero and variance o2.

n

Thy

comsideration. The correction or error due to using Y as the result of measuring 8 may be decempolsed as

Y-0=(u-0)+e=b+e

where

and the bias
b=u-6
Eqpivalently,

Y=0+b+e

The term e is the random component and;*s is the systematic component or instrument bias comppnent. The
ungertainty associated with the random component e is usually estimated by u(E):S/\/;, apsuming a
nofmal distribution, where S is the sample standard deviation of Y3,...,Y,,. The uncertainty associated with 5,
an[estimator of b, is evaluated based on scientific judgment (Type B evaluation of uncertainty) or on statistical
mgthods (Type A evaluation-of.uncertainty). For the one-instrument case, it is often convenient to quantify the
ungertainty in b by associating with it a distribution whose mean is zero. If the mean of 5 is thought to be a
known quantity, b, then-each measured value Y; may be corrected by an amount b, i.e., Y; is rg¢placed by
Y; I-b, so the assumption that 5 has mean equal to zero is not a restriction. The form of the distripution of »
mgy be taken to bé'normal or uniform or some other appropriate distribution. The combined uncerfainty in Y

as [an estimate 69" is then calculated using

_ 2
(Y= u2 + 3
n

where u,, is the uncertainty associated with » based on Type A and/or Type B evaluations. The corresponding
degrees of freedom are calculated using the Welch-Satterthwaite formula.
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Consider
measurem

now measurements made by K instruments.
ent made by the ith instrument. The corresponding statistical model is

Yki =9+bk +e/€i

Y (k=1,..,K;i=1,.,n)is the ith independent

where b, is the bias corresponding to the ith (£ =1,...,K ) instrument and e,; are the random errors. The
objective is to estimate b, and the associated uncertainty. The solution to the problem depends on the
assumptions made on b, and is discussed in 5.5.2 and 5.5.3. In 5.5.4, bias with sparse data is discussed

briefly.

55.2 Co

5.5.2.1
Bias can |
time and h

if it can be
due to the

Yyi(k
on n artefa
Yii =

where 6 i
the bias b

For the ith
bii =Yy —
average fg
average of

Bi=

hsistent bias

General

e treated as consistent or inconsistent. When a bias is significant and persists consistently o
ps the same magnitude for a specific instrument it is called consistent bias, and should be correc
reliably estimated from repeated measurements. This assumes the level or maghitude of the b
nstruments is essentially the same for all materials of interest. Given the measurements

e Kyi =100, m)

cts with K instruments, the statistical model given in 5.5.1 is

9+bk + ey

as non-random or fixed. From the model abovesand the assumption that Zbk =0
k=1
)+ e,

K
ZYki
k=1

K
artefact, @ can be‘éstimated by Y.;, and a correction of the ith artefact by the kth instrumen
)7,1- . Here, the measurement of the ith artefact by the ith instrument is corrected with respect to

r all K instruments. From the model above, b, , the bias for the kth instrument, is estimated by
the corrections:

n

the value of the measurand Y, b, is the bias of the.kth instrument and ekl.Kthe random error. Take

ver
ted
ias

t is
the
the

4

=1

n . _ n _
'Zbki :%Z(Yki _Y.i) :%Z(Yki -Y..)

The correction that should be applied to measurements made with ith instrument is

Ycorrected = Ymeasured _bk

20
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The uncertainty of the bias (or of the average of corrections) for the kth instrument is

il

n

2

Z(bkt by )? \/; _1Z(Yki—17.i—1;k)

Depending on the application, a statistical test can be performed to test whether the bias is significant.

5.5.2.2 Example of consistent bias

Thi|s example considers the case where measurements are made with one instrument, and{th
values will be corrected for bias due to this instrument. The case where any one of the probes:could be used

to make measurements is treated as analysis of random effects.

reported

In [Table 4, the average for each wafer was subtracted from each value measdred. The| resistivity
measurements (Q-cm) were performed using five probes on each of five silicon wafers. The correction, as

shown, represents the differences for each probe with respect to the other probes, i.e. b
kth| probe and the ith wafer. The quantities b5; (i =1....,

for|the five wafers.

Table 4 — Corrections (Z;kl-) for probes andsilicon wafers

=Y~
5) for Probe No. 23627are”persistent and a

.;» for the
e negative

Valdes in Q-cm

Probe index Wafer identification number
Probe No. N
- 138 139 140 141 142
1 1 0,024 76 -0,003.56 0,040 02 0,039 38 (,006 20
181 2 0,010 76 0,039 44 0,018 71 -0,010 72 (4,037 61
182 3 0,019 26 0,005 74 -0,020 08 0,024 58 -,004 39
2062 4 -0,017 54 —-0,032 26 —-0,012 58 —-0,028 02 -0,001 10
2 362 5 —-0,037 25 —-0,009 36 —-0,026 08 —-0,025 22 —-0,038 30
Fof Probe No. 2362:
5 ~
D bs
—| the bias is eqdal to bg = "=15 =-0,027 24 Q-cm,
—| the standard deviation of corrections is equal to 5195 =0,011 71 for any i, and
L LA . . 0,01171 A
—| 'the standard deviation of bias b5 (or the mean corrections) is equal to S, =——=—=0,005 23.
5 <5

The differences between the measurement and the average [i.e. correction (l;k[)] are plotted against the
wafer identification number for each probe individually identified by its index in Figure 3. The graphs confirm
that Probe No. 2362 (Index No. 5 on the graph), which is the instrument of interest for this measurement
process, consistently reads low relative to the other probes. This behaviour is consistent over two runs, which
are separated by a period of two months.

Because there is significant and consistent bias for Probe No. 2362, measurements made with that instrument
should be corrected for average bias relative to the other instruments.

© 1SO 2005 - All rights reserved
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T

gure 3 — Corrections (Eki Yplotted against the silicon wafer identification number —
Gauge study for five probes

5.5.3 Inconsistent bias

5.5.3.1 General

If a bias is|significant with a random nature for a specific instrument, operator or configuration, it is treated| as
inconsistent-Without loss of generality, the mean of the bias can be taken as zero. Otherwise it can|be
corrected by subiracting an estimate of the bias irom the measurements. In this case, the bias changes
direction over time. Then a “zero” correction can be assumed. The uncertainty of the bias can be determined
depending on the knowledge of the distribution of the corrections such as a normal or uniform distribution as
discussed at the beginning of 5.5.1. In 5.5.3.2 is an example of “zero” correction. Another kind of inconsistent
bias can be found in 5.5.4.

5.5.3.2 Example of inconsistent bias

The results of resistivity measurements made with five probes on five silicon wafers are obtained. Table 5
gives the correction or bias of Probe No. 283, which is the probe of interest at this level, where the artefacts
are 1 Q-cm wafers calculated based on all probes as shown in 5.5.2. The average correction is negative for
Run 1 and positive for Run 2, with the runs separated by a two-month time period.
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Table 5 — Biases for Probe No. 283

Values in Q-cm

Wafer identification number Run 1 Run 2
11 0,000 034 0 -0,000 184 1
26 -0,000 1000 0,000 086 1
42 0,000 018 1 0,000 078 1
131 —-0,000 070 1 0,000 158 0
208 -0,000 024 0 0,000 187 9
Average -0,000 028 4 0,000 065 2

Assuming the corrections bkl, =1,2,3,4,5; are normally distributed, the pair-wisé |test does nof
hypothesis that Run 1 and Run 2 have the same mean. Combining the corrections for both
computed z-statistic = 0,501 6 with nine degrees of freedom and thus the zero-mean hypothesis is n

reject the
runs, the
ot rejected

at b % level. The estimate of the bias for Probe No. 283 is 0,000 018 4 Q-em-and the standard deviation of the

bias for Probe No. 283 is SA = 0,000 031 Q-cm. Alternatively, a¢censervative assumption
cofrections could fall somewhere Swithin the limits +a, where an estimate of a, a =0,000 227 3, i
from the formula at the beginning of 5.5.1. In this case, the estimaté.of the bias for Probe No. 283 i
thg standard deviation of the bias estimate is

11 maX{52835}—min{5283i}

S- =
P283  9/3x10 2
11 [0,000187 9-(~0,000 184 1)]
= = 0,000 042 Q-cm
9/3x10 2

5.9.4 Bias with sparse data

5.5.4.1 General

This subclause outlines ‘a/method for dealing with biases that may be real, but that cannot be
religbly because of thé.scarcity of the data. For example, a test between two, of many possible, corj

s that the
s obtained
s zero and

estimated
figurations

of {he measurement, process cannot produce a sufficiently reliable estimate of bias to permit a corfection, but

it gan reveal problems with the measurement process. If the bias is significant, the strategy d
whether this is\the case of consistent or inconsistent bias.

5.5.4.2, \»Example of bias from sparse data

bpends on

otiidv, of | attin 'Fr\r

A nla aof o o la 1 Thao A - noint nrabho fo
nlexample-is-given-of-a-study-of wiring-settingsfora-single-gauge—Fhe-gaugea4—pointprobe-for

Fimeasuring

resistivity of silicon wafers, can be wired in several ways. Because it was not possible to test all wiring
configurations during the gauge study, measurements were made in only two configurations as a way of

identifying possible problems.

Measurements were made on five wafers over six days (except for day 2 on Wafer 39), with Probe No. 2062

wired in two configurations. Differences between measurements in the two configurations on the
are treated as being corrections and are shown in Table 6.

© 1SO 2005 - All rights reserved
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Table 6 — Differences between wiring configurations for Probe No. 2062

Wafer

Wafer
identification
number

Day

Difference

17

-0,010 8

-0,0111

—0,006 2

0,002 0

0,001 8

(>0 NG, N | - B GSIN N S

0,000 2

39

-0,008 9

-0,004 0

-0,002 2

—0,001 2

(o220 I, B - OV

—0,003.4

63

-0,001 6

+0,0111

-0,0059

-0,007 8

-0,000 7

o |V B |WI|DN

0,000 6

103

-0,0050

-0,014 0

—0,004 8

0,001 8

0,001 6

(o> I, I e~ GV N S}

0,004 4

125

-0,005 6

-0,0155

-0,0010

-0,001 4

Al |W|DN

0,000 3

g

=0,0017
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A plot of the differences for the two configurations is shown in Figure 4. This figure shows that the differences
are mostly negative. The maximum and minimum of the differences are 0,004 4 and —0,015 5. The bias due to
configurations is estimated by the average of the differences or corrections, i.e.

29
b

h=4=1_ - _0,00383
29

Since the total number of differences is 29, the uncertainty of the wiring bias based on the sample standard

deyiation-is

29 . .

(b, -b)?

=t -0,00096 Qcm
2928

For the 29 corrections (3,- ), the computed r-statistic = —4,013 3. The hypothesis that the probability fistribution
of {he corrections has a zero mean is rejected.

0,01

0,005 — 4

-0,005 | 2

001 2
[ 4

-0,015 5

-0,02 | I I I I I I

X time, d
Y resistiyity differences between two wiring configurations, Q-cm
1, }..5 identification numbers of wafers (see Table 6)

- +  Disf bet | - Seurati

Run for measurements made with Probe No. 2062 on five wafers for six days
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6 Type

6.1

749:2005(E)

B evaluation of uncertainty

Type B evaluations of uncertainty can be applied to both random and systematic effects. The

distinguishing feature is that the calculation of the uncertainty component is not based on a statistical analysis

of data.

Some examples of sources of uncertainty that lead to Type B evaluations are

physi

reference standards calibrated by another laboratory,

al constants used in the calculation of the reported value

enviro
possil]

lack o

6.2 Doc
reports of
reported a

u=

v
k

If the factgr k is not known nor documented, it is probably conservative to assume that k= 2. Sourceg

hmental effects that cannot be sampled,

Imented sources of uncertainty, such as calibration reports for reference standards or publish
incertainties for physical constants, pose no difficulty in the analysis. The uncertainty will usually
5 an expanded uncertainty, U, which is converted to the standard uncertainty using the formula:

le configuration/geometry misalignment in the instrument, and

resolution of the instrument.

ed
be

of
v a
the

an

uncertainty that are local to the measurement process, but thatceannot be adequately sampled to alloy
statistical pnalysis, require Type B evaluations. One technique;, which is widely used, is to estimate
worst-casq effect from:

— experience;

— scient|fic judgment;

— scant gata.

6.3 For the situation at hand, an estimated bias or a correction can be regarded as a random draw from
assigned statistical distribution. Then the standard uncertainty is taken as the standard deviation of this
distributior]. Among the statistical distributions possible, only two distributions are considered.

a) Uniform distribution

Given its end-points, + g.fall values between —a and +a are equally likely:

Ssource = E

1
a

The corresponding degrees of freedom may be taken as infinite if a is well quantified. Otherwise, the degrees

of freedom

26

should be chosen to reflect the accuracy to which a is known. See GUM, G.4.2.
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Triangular distribution

The triangular distribution gives a smaller standard uncertainty than that provided by the uniform distribution
having the same end-points:

1

Ssource = _/ga

T

=2

7

7.1

71

b degrees of freedom are typically taken as infinite.

Propagation of uncertainty

General

.1 The approach to uncertainty evaluation that has been followed-so/far has been what

top

of

cam be computed from each replicate. The standard deviation of the reported area is estimated di

the

71

71
infl
ap

rectangular is estimated from replicate pair measurements of length, L, and width, . The area,

A=LxW

replicates of area.

.2 This approach has the following advantages:
proper treatment of covariances between:measurements of length and width;
proper treatment of unsuspected sources of uncertainty that would emerge if measurements
range of operating conditions anda sufficiently long time period.

uence it. Consideration ‘can be given to the use of the law of propagation of uncertainty ((

broach in this instancelis)to compute:

the measurement’ result as the product of the mean of the length measurements and the m
width measurements;

the stadard uncertainty associated with “length” L;

thie.standard uncertainty associated with “width” ;

s called a

-down approach. Uncertainty components are estimated from direct\repetitions of the measufement. To
coItrast this with the use of the law of propagation of uncertainty, consider the simple example whe

re the area
A;

rectly from

covered a

.3 Sometimes the measurement cannot be replicated directly in a way that reflects all the ¢ffects that

SUM). The

ean of the

and combine the two standard uncertainties into a standard uncertainty associated with the measurement
result using the approximation for the product of two variables. The formula below is appropriate if there is no
covariance between length and width measurements.

Sy z\/W2><S1%+L2><SV2V
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7.1.4 In the ideal case, this value will not differ much from that obtained directly from the area

measurem

ents. However, in some circumstances they may differ appreciably because of

— unsuspected covariances;

— disturbances that affect the reported value of the measurand;

— approximation error.

In general,

the law of propagation of uncertainty applied to the model

r=f

which is a
standard d

of /oX

71.5 Cag
these term

a) If the measurements of X, Z are independent, the associated covariance term is zero.

b) Practi

estimated from sufficient data-or if other information is available to assist in their determination.

Generally,
taken into
end-to-ena

(X,Z,...)

function of one or more variables with measurements X,Z,..., gives the following walue for
eviation associated with Y:

2 2
o 2 () 2 I N )2
) st st T G st

is the standard uncertainty associated with X;
is the standard uncertainty associated with Z;
is the covariance associated with X and Zz;

is the partial derivative of the function f withnrespect to X, evaluated at x, z, ..., which are the b
estimates of X, Z,...,etc.

variance terms can be difficult to_estimate if measurements are not made in pairs. Sometim|
s are omitted from the formula. Guidance on when this is acceptable practice is given below.

cally speaking, covariance terms should be included in the computation only if they have bg

reported values of test items from calibration designs have non-zero covariances, which should
account if Yis"a summation such as the mass of two weights, or the length of two gauge blo
, etc.

7.2 For

ulae for functions of a single variable

the

est

ten

be
cks

Standard deviations of reported values that are functions of a single variable are reproduced in Table 7 from

Reference

[6]. The reported value Y is a function of the average of N measurements of a single variable.

7.3 Formulae for functions of two variables

Standard deviations of reported values that are functions of measurements of two variables are reproduced in
Table 8 from Reference [6]. The reported value Y is a function of averages of N measurements of two
variables. The multipliers of the standard deviations are referred to as “sensitivity coefficients”.

28
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Table 7 — Standard deviations for functions of a single variable

© 1SO 2005 - All rights reserved

. — First order approximation of standard
Function Y of X deviation of ¥ Notes
X isthe average of N independent S = standard deviation of X.
measurements ¥
_ 1
Y=X WSX
> Sy
Y= —
14 X N(1 + X)
- 2X
Y=(X —S
%) o
— Sx
v=vx 24 NX
_ S
Y =In(X) —X_
NX
_ e)? Approximation could be pgor if N is
Y=e¥ —S small.
N
100S y Y Assume that X is normally [distributed.
Y= X oN See Reference [7].
Table 8 — Standard deviations for functions of two variables
Function Yof X , Z Standard deviation of ¥
S x = standard deviation of X
X and Z are averages of A_measurements Sz = standard deviation of Z
S)Z(Z = covariance @ of X, Z
)l 1 \/ 202 p2c2 2
Y“=)AX + BZ _\/ﬁ ASX+B SZ+2ABXSXZ
X - 2 2 2
v== L_\/S_Xﬂ_z_zsfxz
z INZ\NX? 7?2 Xz
v 2
X Y 2202 . 922 _o0v5a2
Y=——= — Z°Sy+X°S;-2XZS
X+2Z JNX? ‘/ X z Xz
2 2 2
Y=XxZ ! \/E)g 52 250
JN\x? Z Xz
7\ (7) Y | 28% 287 ., S
Y:(X)(Z) a®—=+b°—% +2ab—=£
N X2 2 Xz
@  Covariance term is to be included only if there is a reliable estimate.
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8 Example — Type A evaluation of uncertainty from a gauge study

8.1 Purpose and background

The purpose of this case study is to demonstrate the evaluation of uncertainty for a measurement process
with several sources of uncertainty. The measurements in question are resistivities (Q2-cm) of silicon wafers.
The intent is to calculate an uncertainty associated with the resistivity measurements of approximately 100
silicon wafers that were certified with a 4-point probe wired in a specific configuration, called configuration A,
according to ASTM Method F84, which is the defined reference for this measurement. The reported value for
each wafer is the average of six short-term repetitions made at the wafer centre. The measurements were
made at thHe National Institute of Standards and Technology (NIST) with Probe No. 2362, which is one of five
NIST probes capable of the measurements.

The uncerfainty evaluation takes into account the following time-dependent sources of variability:
a) short-ferm effects from measurements at the centre of the wafer;

b) day-tg-day effects;

c) run-totrun effects;

and the following possible sources of bias:

— bias due to Probe No. 2362;

— bias dpe to wiring configuration A.

8.2 Data collection and check standards
8.2.1 The certification measurements themselves are-not the primary source for estimating time-dependent
uncertainty components because they do not yield infermation on day-to-day and long-term effects. The three
time-depemdent sources of uncertainty are estimated from a 3-level nested design:
— J =6 measurements at the wafer centre;

— K =6 fays;

— L=21uns.

The model for the 3-level nested design is

Yy =\ +71+ 0 FEu

where

7 4 ol 1 . 4 ~
[ =1,2F—4—6=and T=150"

8.2.2 The experiment is replicated on each of M = 5 wafers chosen at random, for this purpose, from the lot
of wafers. These check standards are identified as wafers 138, 139, 140, 141 and 142 in the analysis. The
experiment is also replicated over Q =5 probes, which are identified as Probe No. 1, No. 281, No. 283,
No. 2062, No. 2362 in the analysis. The data include

— run number,

— wafer identification,

— month and day of measurement,
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